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Zanim zaczniemy:

= Celem tego cyklu wyktadéw jest przedstawienie
filtrow cyfrowych od strony praktycznej.

= Jezeli pojawig sie wzory i schematy, to stuzg one
tylko ilustracji — nie uczy¢ sie ich na pamiec!

" Projektowaniem filtrow zajmujg sie programy
komputerowe.

= Ale musimy wiedziec jakie dane im podac.

= Po zakonczeniu cyklu wyktadow, student powinien
rozumiec: jak dziatajg filtry cyfrowe i jak je
zaprojektowac.



Przyktad praktyczny nr 1.
Mamy sygnat z czujnika (moze to by¢ dzwiek).

Patrzac na wykres czasowy widzimy, ze cos jest
nie tak jak trzeba. Ale co?

Sygnat oryginalny - posta¢ czasowa
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Musimy popatrze¢ na widmo sygnatu:

Sygnat oryginalny - posta¢ widmowa
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Znieksztatcenia muszg zostac odfiltrowane z sygnatu!



= Filtr cyfrowy jest algorytmem, ktéry usuwa z sygnatu
niepozgdane sktadowe widmowe.
= Najczesciej filtry dziatajg w dziedzinie czestotliwosci:
* ttumig (filtrujg) pewien zakres czestotliwosci,
* przepuszczajg pozostate czestotliwosci bez zmian.

Sygnat oryginalny - posta¢ widmowa
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Do przyktadu nr 1 wrécimy poznie;.



Przyktad nr 2.

Zaszumiony sygnat — wymaga wygtadzenia.
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Aby wygtadzic sygnat, kazdg probke zastepujemy
srednig z N ostatnich probek sygnatu (wliczajac biezaca)
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Wynik wygtadzania dla roznej liczby N:
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Charakterystyki czestotliwosciowe uktadéw wygtadzania:
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Rownanie algorytmu wygtadzania:
1 & ]
[]_ﬁzo x[n—i

Zapiszmy je inaczej:

yl|n]= h-x[n]+h-x[n—1]+h-x[n—2]+...+h-x[n—(N—1)]

gdzieh=1/N.

Wartosci N ostatnich probek (w tym biezacej)
mnozymy przez wspotczynnik h i dodajemy do siebie.

Jest to filtr Sredniej ruchome;
(moving average filter, MA).



Rownanie filtru sredniej ruchomej:
yln|=h-xln|+h-xn-1]+n-x[n=2]+..+ h-x|n— (N -1)]
Zapiszmy je w sposob bardziej ogolny:

ylnl=h,-x|n]+h -xln=1]+n, -x|n=2]+..+n,_ -x[n—(N-1)]
albo krécej:

y[n]=fz:<hi-x[n—i]>

Dla filtru sredniej ruchomej:
hy=h,=...=hy,=1/N.



Czyli wspotczynniki h mogg by¢ dowolne.

Na przyktad takie (N = 101):
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Jak wyglada charakterystyka czestotliwosciowa
przy takich wspotczynnikach?

Charakterystyka czestotliwosciowa
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Wracamy do przyktadu nr 1.
Czy to nam pomoze usungc znieksztatcenia?

Charakterystyka czestotliwosciowa

Poziom widma [dB]
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Widmo sygnatu oryginalnego oraz po przetworzeniu
przez algorytm:

Widmo sygnatu przed i po filtracji
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PostacC czasowa — przed i po:

Sygnat oryginalny i przetworzony - postac czasowa
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Sukces! Znieksztatcenia zostaty usuniete!



Przepis na obliczenie wyjsciowych wartosci probek
- tzw. rOwnanie roznicowe:

yln|= hxln]+ hxln 1]+ hxln—2]+..+ by x[n—(N-1)]
SO AR

Algorytm realizujgcy obliczenia wedtug tego rownania
nazywa sie

filtrem cyfrowym o skonczonej odpowiedzi impulsowej
(FIR — finite impulse response filter).



Co robi filtr FIR:
= bierze N ostatnich probek,
" mnozy je przez wspotczynniki h,
= sumuje wyniki mnozenia,
= wysyta wynik na wyjscie.

| to naprawde wszystko!

y = 0
FOR i = @ TO N-1:

y =y + x[1] * h[i]
RETURN y



Odpowiedz impulsowa
filtru FIR na pobudzenie impulsowe o[n]
jest rowna zbiorowi wspotczynnikow filtru:

(hy, hyy Dy, ooy By )

Odpowiedz impulsowa filtru
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W dziedzinie zmiennej zespolonej z, opdznieniu sygnatu
o jedna probke odpowiada z!.

yln|= hxln]+ hxln 1]+ hxln—2]+..+ by x[n—(N-1)]
mozemy zapisac jako:
Hlz|=h +hz"+hz7 +..+ hN_lz_(N_l)

Jest to transmitancja filtru FIR.

Transmitancja jest transformatg Fouriera odpowiedzi
impulsowej (czyli zbioru wspotczynnikow):

H|z] = & (h[n])



Schemat filtru FIR

(wspotczynniki oznacza sie czasami literg b):
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Pobieramy sygnat po kazdym z! i mnozymy przez b,
— miejsca te nazywa sie ,,odczepami” (tap).



= Dtugosc filtru FIR (filter length)
* liczba wspotczynnikow filtru (N),
e czyli dtugos¢ odpowiedzi impulsowej.
= Rzad filtru FIR (filter order)
* najwyzsza potega w transmitancji,
e zawsze 0 1 mniejsza niz dtugosc filtru (N-1)
(poniewaz wspotczynniki numerujemy od zera).

Np. filtr FIR o 51 wspotczynnikach
ma dtugosc¢ 51 i rzad 50.



Transmitancje filtru mozna tez zapisa¢ w nastepujacy
Sposob:

H(z)= k(l — qlz_1 Xl — qzz_1 Xl — q3z_1 )(1 — qN_lz_l)
k — state wzmocnienie

q;— zera transmitancji

Transmitancja filtru FIR o dfugosci N posiada:
= N-1 zer (w parach zespolonych sprzezonych),
= N-1 biegunow potozonych w punkcie zerowym.

Z tego wzgledu, filtry FIR sg zawsze stabilne.



Czesc urojona

Zera i bieguny transmitancji filtru FIR (N = 101):
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Modut transmitancji |[H[z]| okresla charakterystyke
amplitudowg (czestotliwosciowg)

— wzmocnienie filtru dla poszczegolnych zakresow
czestotliwosci.

Charakterystyka czestotliwosciowa

Poziom widma [dB]
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Najczesciej chcemy przepusci¢ wybrany zakres
czestotliwosci bez zmiany i sttumic reszte.

= Pasmo przepustowe (pass band)
— wzmochienie filtru powinno by¢ réwne 1,
sktadowe przepuszczane bez zmiany.

= Pasmo zaporowe (stop band)

— wzmocnienie filtru powinno byc¢ bliskie O,
sktadowe sg ttumione.

= Czestotliwosc¢ graniczna lub odciecia (cut-off)

— granica miedzy pasmem przepustowym
| Zaporowym.



Filtr dolnoprzepustowy (DP) — low-pass (LP)

Charakterystyka filtru dolnoprzepustowego 3 kHz (N=101)
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Filtr gornoprzepustowy (GP) — high-pass (HP)

Charakterystyka filtru gérnoprzepustowego 3 kHz (N=101)
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W dziedzinie czestotliwosci: GP(f) = 1 — DP(f)



Filtr pasmowo-przepustowy (PP) — band-pass (BP)

Dwie czestotliwosci graniczne — gorna i dolna

Charakterystyka filtru pasmowo-przepustowego 3-7,5 kHz (N=101)
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Filtr pasmowo-zaporowy (PZ) — band-stop (BS)

Dwie czestotliwosci graniczne — gorna i dolna

Charakterystyka filtru pasmowo-zaporowego 3/7,5 kHz (N=101)
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Waskopasmowy filtr pasmowo-zaporowy —
— notch filter

Charakterystyka filtru pasmowo-zaporowego notch 3 kHz (N=501)
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Stuzy do eliminacji jednej konkretnej czestotliwosci.



Projektowanie filtru cyfrowego FIR
= Decyzja projektanta:
* jaki typ charakterystyki?
* jaka dtugosc filtru (ile wspotczynnikow)?
* ktora metoda projektowania?

= Obliczenie wspotczynnikoéw filtru na podstawie
podanych danych — wykonuje program
komputerowy.

= Sprawdzenie obliczonych charakterystyk filtru.

= Ocena efektow filtracji, ew. powtorzenie projektu.



Wracamy do przyktadu nr 1.

Sygnat oryginalny - posta¢ widmowa
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Aby usunacC znieksztatcenia, potrzebny jest filtr
dolnoprzepustowy o czestotliwosci granicznej ok. 3 kHz.



Charakterystyka idealnego filtru DP 3 kHz:

ldealny filtr DP 3 kHz
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Teoretycznie, powinnismy moc obliczy¢ odwrotng
transformate Fouriera, otrzymujgc wspotczynniki filtru.
Problem rozwigzany?



Dlaczego nie moge miec idealnego filtru FIR?
Przeciez mam dokfadnie takq charakterystyke,
jakqg chciatem miec?

Tak, ale ta charakterystyka jest okreslona tylko
w wybranych punktach skali czestotliwosci:
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Charakterystyka pomiedzy puntami okreslonymi
podczas obliczania filtru wcale nie jest taka,
jakiej oczekujemy:
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Dlaczego nie da sie zrobic filtru FIR w ten sposob,
liczgc IFFT idealnej charakterystyki widmowej?

Poniewaz idealny filtr FIR:

1. ma nieskonczong odpowiedz impulsowsg,
czyli N = oo,

2. wymaga znajomosci przysztych probek sygnatu,
czyli jest nieprzyczynowy.



Pierwszy problem (N = =) mozemy rozwigzac przycinajac
odpowiedz impulsowg do ustalonej dtugosci N.
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Znieksztatcenia na skutek przyciecia odp. impulsowej:

Charakterystyki widmowe filtru
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Powodem znieksztatcen jest nieciggtos¢ odpowiedzi
impulsowej na granicach przycietego fragmentu:

Odpowiedz impulsowa po przycieciu
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Rozwigzaniem jest przemnozenie przycinanej
odpowiedzi impulsowej przez funkcje okna (window).

Typowe okna: Hamminga, von Hanna, Blackmana.

Wybor okna ma wptyw na ksztatt charakterystyki filtru.

Ksztatty typowych funkcji okna
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Odpowiedz impulsowa przycieta bez okna
oraz oknem Blackmana:
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Porownanie charakterystyk widmowych
bez okna i z oknem Blackmana (N = 101):

Charakterystyki widmowe filtru
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Znieksztatcenia w wyniku przyciecia odp. imp.

1. Zafalowania charakterystyki w pasmie przepustowym
- korygowane przez funkcje okna.

Znieksztatcenia w pasmie przepustowym
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Znieksztatcenia w wyniku przyciecia odp. imp.

2. Pasmo przejsciowe — filtr zaczyna ttumic przed
i konczy za czestotliwoscig graniczna.
Funkcje okna poszerzajg pasmo przejsciowe!

Pasmo przejsciowe filtru
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Znieksztatcenia w wyniku przyciecia odp. impulsowej

3. Zafalowania w pasmie zaporowym

(zmniejszone tfumienie sygnatu w tym pasmie)
- redukowane przez funkcje okna.

Znieksztatcenia w pasmie zaporowym
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Jaki wptyw na ksztatt charakterystyki ma dtugosc filtru?

Charakterystyki widmowe filtru
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Jakie sg zalety filtrow o wiekszej dtugosci?

Im wieksze N, tym blizej jesteSmy charakterystyki
idealnego filtru. A zatem:

= Wezsze pasmo przejsciowe,
" mniejsze zafalowania w pasmie przepustowym,
= wieksze ttumienie w pasmie zaporowym,

= ogolnie bardziej skuteczna filtracja.

A wiec: lepiej zawsze uzywac¢ mozliwie dtugich filtrow?



Jakie sg wady filtrow o wiekszej dtugosci?
Wieksze N oznacza:

= wiecej obliczen (mnozenia, dodawania), dtuzszy czas
potrzebny na przeprowadzenie filtracji,

= wiekszg zajetos¢ pamieci (bufor probek,
tablica wspotczynnikow),

= wieksze opoznienie miedzy wejsciem a wyjsciem
filtru — to jest najwieksza wada.



Wptyw okna na charakterystyki filtru

Przyblizona szerokos¢ pasma przejsciowego
oraz minimalne ttumienie w pasmie zaporowym
przy dtugosci filtru N i cz. prébkowania f.:

Okno Szerokos¢ Ttumienie

brak 0,9 f;/N 21 dB
von Hann 3,1//N 44 dB
Hamming 3,3f/¢/ N 53 dB
Blackman 55/,/ N 74 dB




Wptyw okna na charakterystyki filtru

= Uzycie okna powoduje zwiekszenie (polepszenie)
ttumienia w pasmie zaporowym.

= /mniejszane sg zafalowania w pasmie
przepustowym.

= Wyttumienie wspotczynnikéw na koncach okna
powoduje zmniejszenie efektywnej dtugosci filtru
— poszerzenie pasma przejsciowego.

" Trzeba to zrekompensowac zwiekszeniem
dtugosci filtru.



Okno ttumi skrajne wartosci odp. imp. zatem efektywna
dtugosc odp. imp. jest mniejsza niz bez okna.

Odpowiedzi impulsowe
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Okno Kaisera jest uzyteczne w projektowaniu filtrow.
Posiada parametr B, ktory decyduje o ksztatcie okna.

Pozwala on regulowac ksztatt charakterystyki filtru.

Ksztatty okna Kaisera dla roznego B
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Charakterystyki widmowe filtru (N=101)
dla okna Kaisera z réznymi wartosciami B :

Charakterystyki widmowe filtru

Wzmocnienie (lin)
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Zastosowanie okna Kaisera do projektowania filtru:

= zaktadamy minimalne ttumienie w p. zaporowym
i maksymalny poziom zafalowan w p. przepustowym
— bierzemy wiekszg z tych wartosci (w dB),

= zaktadamy szerokos¢ pasma przejsciowego,
= obliczamy B dajgce zadane ttumienie (ze wzoru),
= obliczamy dtugosc filtru dajgca zadang szerokosc.

Przyktad: zaktadamy min. ttumienie pz -80 dB,
max. zafalowanie pp 0,005 (46 dB), szerokos¢
p. przejsciowego 100 Hz. Stad obliczamy:

B=7,8573 N=2410



Pozostaje drugi problem — nieprzyczynowy filtr.

Mozemy go tatwo rozwigzac przesuwajgc przycieta
odpowiedz impulsowa tak, aby zaczynata sie w zerze.

Odpowiedz impulsowa filtru nieprzyczynowego
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Praktyczna interpretacja tego przesuniecia:
= Filtr nieprzyczynowy o dtugosci N=2M+1 potrzebuje:
* M poprzednich probek sygnatu,
* biezgca probke sygnatu,
* M przysztych probek sygnatu.

= Nie mamy jeszcze M przysztych probek, musimy
na nie poczeka¢ M okresow probkowania.

= Wynik filtracji biezgcej probki pojawi sie na wyjsciu
filtru po M okresach probkowania (opdznienie).
N —1

M="—
2



Charakterystyka czestotliwosciowa filtru FIR:

H(f)=ReH(f)+jImH(f)
H(f)=|H(f) e

\H(f)| — charakterystyka amplitudowa
®(f) - charakterystyka fazowa

Cﬂ(f) = arg(H(f)) = arctan[;n;ggiij




Charakterystyka fazowa filtru FIR projektowana
metodami opisanymi na wyktadzie jest zawsze
(odcinkami) liniowa. Nieciggtosci fazy wynikajg z jej
cyklicznosci (zawijanie wokot 2m).

Charakterystyka fazowa filtru DP 3 kHz

Faza [°]
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Co nam daje liniowosc¢ fazy filtru FIR?

Opoznienie grupowe (group delay) jest rowne
ujemnej pochodnej charakterystyki fazowej:

p(y)=-42/)

df

Opoznienie grupowe dla czestotliwosci f
= nachylenie charakterystyki fazowej
dla tej czestotliwosci (z odwréconym znakiem).



Charakterystyka opodznienia grupowego filtru FIR

Charakterystyka opoznienia grupowego filtru DP 3 kHz
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Liniowa faza = stata pochodna = state opoznienie
grupowe, rowne (N-1)/2, czyli tyle, o ile przesunelismy
odpowiedz impulsowa.



Co nam daje state opoOznienie grupowe?

= Jezeli mamy sygnat o ztozonym widmie (np. mowa,
muzyka), to wszystkie sktadowe widmowe sg
opoOzniane przez filtr o te samga liczbe probek.

= Zaleznosci fazowe miedzy sktadowymi widmowymi
na wyjsciu filtru sg takie same, jak na wejsciu.

= Liniowofazowy filtr FIR nie wprowadza znieksztatcen
fazowych — jest to wazna cecha tych filtrow.

= (Mozna projektowac filtry FIR, ktore celowo nie maja
liniowej fazy.)



llustracja opoOznienia grupowego
— widoczne opodznienie sygnatu po filtraciji.

Amplituda

Amplituda

Sygnat oryginalny

Sygnat po filtracji

0 200 400 600 800 1000 1200 1400
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Opisana metoda projektowania filtrow FIR nosi nazwe
metody okienkowania (windowing).

Podsumowujac:

= projektujemy idealng charakterystyke w dziedzinie
czestotliwosci,

= obliczamy odpowiedz impulsowg (IFFT),
= przycinamy funkcjg okna do zagdanej dtugosci,
" przesuwamy na osi czasu tak aby zaczynata sie w 0.

| gotowe, mamy wspotczynniki filtru.



Dla typowych charakterystyk (DP, GP, PP, PZ) zwykle
obliczamy odpowiedz impulsowg bezposrednio,
bez koniecznosci liczenia IFFT.

Dla filtru dolnoprzepustowego o czestotliwosci
granicznej f, i cz. prébkowania f.:

(nie uczy¢ sie wzoréw na pamiec!)

h[n] = sin(Zﬂnnﬂfc /f5) =2 ]J:C sinc[Z ]]:C nj

sinc(x) = sin(mx)/(mx)

Obliczong odpowiedz trzeba przemnozyc¢ przez okno
i przesung¢ o (N-1)/2.



Filtr gornoprzepustowy mozna otrzymac z filtru DP.
W dziedzinie widma: GP(f) = 1 — DP(f).
W dziedzinie czasu:
hepln] = 8[n]~ hypln]
W praktyce:

= obliczamy odpowiedz dla filtru DP o tej samej
czestotliwosci granicznej,

= odwracamy znak kazdej wartosci,
= dodajemy 1 do wartosci dla czasu zerowego,

" mnozymy przez okno i przesuwamy.



Porownanie odpowiedzi impulsowych DP i GP

0.10

0.05 1

0.00 +

0.8

0.6

0.4 1

0.2 1

0.0

Odpowiedz impulsowa filtru DP 3 kHz

. reanane """"q““rr I_ll“l“_.rrrrr. . .

Odpowiedz impulsowa filtru GP 3 kHz

mmwﬂmwwhmw"mmm

T
0 20 40 60 80 100

Nr probki




Filtr pasmowo-przepustowy:
= widma: PP(f) = DP(f) - GP(f) = DPg(f) — DPd(i)

= w dziedzinie czasu — dwie metody:

hpplnl=hppln]*hgp[n] hppln] = hDPg [n]—=hppe[n]

Filtr pasmowo-zaporowy:
= widma: PP(f) = DP(f) + GP(f) = 1 — PP(j)

= w dziedzinie czasu — dwie metody:

hpy [n]=hpp[n]+ hepln] hp[n]=0[n]—h,[n]



Porownanie odpowiedzi impulsowych PP i PZ

Odpowiedz impulsowa filtru PP 1-3 kHz
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Projektujac filtr w ten sposdb mozemy roznie dobrac
dtugosc filtru N.
= Nieparzysta dtugosc filtru N
e filtr FIR typu pierwszego ()
» sSrodkowa probka wyznacza symetrie
* mozliwe wszystkie charakterystyki: DP, GP, PP, PZ.

= Parzysta dtugosc filtru N
e filtr FIR typu drugiego (ll)
* dwie symetryczne potowy
* wzmocnhienie dla cz. Nyquista musi byc¢ zerowe!
* mozliwe wiec tylko filtry: DP i PP.



Odpowiedz impulsowa filtru typu | i Il

Odpowiedz impulsowa filtru DP 3 kHz N=31

0.125 7

0.100 7

0.075

0.050 ~

0.025 7

0.000 7

,1|| |[l,

Odpowiedz impulsowa filtru GP 3 kHz N=30

0.125 ~

0.100

0.075 7

0.050 ~

0.025 ~

0.000 7

| [ .

T
5 10 15 20 25
Nr probki

30




Mozliwe jest rowniez odwrocenie znaku ,lewej” czesci
odpowiedzi impulsowej — powstajg w ten sposob
filtry antysymetryczne:
= typ Ill — nieparzysty
e zerowe wzmochienie dla cz. 0 i Nyquista
* tylko filtry PP
" typ IV — parzysty
e zerowe wzmochienie dla czestotliwosci O

* tylko filtry GP i PP

Typy lll i IV sg uzywane tylko do specjalnych przypadkéw
(np. filtr Hilberta).



Typy filtrow FIR zebrane razem:

Typ Symetria Dtugosé DP GP PP PZ
I symetr. nieparzysta + + + +

I symetr. parzysta + — + —
1l asym. nieparzysta — - i —
IV asym. parzysta — + + —

= Najczesciej korzysta sie z typu | (uniwersalny).

= Filtr typu Il jest troche prostszy w implementacji
(dwie symetryczne potowy) — wykorzystuje sie
czasem do filtréw DP i PP.

= Ztypow llli IV nie korzysta sie do typowych filtrow.



Normalizacja wzmocnienia filtru

= Zwykle chcemy aby wzmocnienie filtru w pasmie
przepustowym byto rowne 1.

= Wymagana jest wiec normalizacja wzmocnienia.

= Dla filtru DP sprawa jest prosta:
* mozemy wybra¢ do normalizacji czestotliwosc O,

* wzmochienie na cz. 0 jest rowne sumie
wspotczynnikow odpowiedzi impulsowej,

e zatem dzielimy kazdy wspotczynnik przez sume
wszystkich wspotczynnikow.



Normalizacja wzmocnienia filtru

= Dla filtru GP wybieramy czestotliwos¢ Nyquista:

M

§ = Z (h[n]cos(z n))

n=——M

= Dla filtrow PP i PZ wybieramy czestotliwos¢
srodkowg f — srednig dolnej i gbrnej cz. graniczne,j.

S = iM [h[n] exp(j27z n fiD

= Dzielimy wspotczynniki przez s.



Optymalne metody projektowania filtréow

= Metoda okienkowa jest prostg i dziatajgcg metoda
projektowania filtrow, ale nie jest optymalna.

= ,Optymalny” oznacza , najlepszy z mozliwych”.

= W naszym przypadku ,, optymalny” oznacza
zaprojektowang charakterystyke H(f), ktora jest
mozliwie najblizsza idealnej charakterystyce D(f).

= Optymalizacja jest przeprowadzana za pomoc3
skomplikowanych algorytmow matematycznych.



Metoda najmniejszych kwadratow
(least squares, LS, LSQ)

= Dla zaprojektowanej charakterystyki H(f) i idealnej
charakterystyki D(f), mamy funkcje btedu:

)2

= Algorytm minimalizuje funkcje E — znajduje zbior
wspotczynnikow dajgcy jak najmniejszy btad.

E = Zn:wl.(ID(f,-) ~|H(f)

= Obliczenia sg wykonywane za pomocg operacji
na macierzach (nie iteracyjnie).



Metoda najmniejszych kwadratow

= Podajemy skrajne czestotliwosci pasm
przepustowych i zaporowych oraz wzmocnienie
w kazdym z pasm.

= Mozliwe jest nadanie wag poszczegolnym zakresom
czestotliwosci. Np. wieksza waga dla pasma
zaporowego = dopuszczamy mniejsze btedy
w tym zakresie.

= Algorytm dopasowuje charakterystyke do zadanych
parametrow.

= W pasmach przejsciowych ksztatt charakterystyki
jest nieokreslony (,,jak wyjdzie”).



Porownanie metody LS i okienkowania
filtr DP N=301, pasmo przejsciowe 3-4,2 kHz
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Zmiana pasma przejsciowego wokot cz. granicznej
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Metoda LS stara sie objgc petne pasma przepustowe
| zaporowe.

Efektem jest ,przecigganie” charakterystyki
na pasmo przejsciowe.

Wieksza dtugosc filtru daje wieksze ttumienie
W pasmie zaporowym i bardziej strome opadanie
charakterystyki w pasmie przejsciowym.

Wadg filtrow LS sg nierownomierne zafalowania
w pasmach zaporowych i przepustowych.



Metoda Parksa-McClellana

nazywana tez Remez (niepoprawnie, ale prosciej zapamietac)
= Algorytm iteracyjny.
= Takze stara sie dopasowac do idealnej charakteryst.

= Oblicza wspotczynniki stosujgc aproksymacje
Czebyszewa (algorytm Remeza).

= \W kolejnych iteracjach koryguje wspotczynniki
tak, aby zminimalizowa¢ maksymalny btad.

min £ = min ax[wl. (D(fl.) — H(f,-))]}

h(n) i

= Algorytm konczy dziatanie gdy kolejne iteracje
nie zmniejszajg juz btedu E.



Metoda Parksa-McClellana

= Zatozenia projektowe sg identyczne, jak dla metody
LS — czestotliwosci graniczne i wzmocnienia pasm,
ewentualnie wagi dla poszczegdlnych pasm.

= Algorytm jest wrazliwy na dobor parametrow
poczatkowych. W niektérych przypadkach nie jest
w stanie uzyskac zbieznosci i otrzymujemy btad
zamiast wyniku. Trzeba skorygowac parametry.

= Algorytm opracowany w 1972 r. stat sie standardem
w projektowaniu filtrow FIR za pomocg programow
komputerowych.

= Jest wolny (co nie ma praktycznego znaczenia).



Porownanie metody P-M i okienkowania
filtr DP N=301, pasmo przejsciowe 3-4,2 kHz

Wzmocnienie [dB]

Charakterystyki widmowe filtru
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= Podobnie jak w metodzie LS, metoda P-M
dopasowuje sie do pasm przepustowych
i zaporowych. Pasma przejsciowe sg nieokreslone.

= Rowniez , przeciggane” sg pasma przejsciowe.
" Tfumienie w pasmie zaporowym wynika z dfugosci
filtru i szerokosci pasma przejsciowego.

= ROznica w porownaniu z LS: poziom zafalowan jest
staty dla wszystkich czestotliwosci, we wszystkich
pasmach przepustowych i zaporowych.

= 7 tego wzgledu, metode P-M czesto nazywa sie
metodg projektowania filtrow o rownomiernych
zafalowaniach — equiripple.



Przyktad dla zbyt waskiego pasma przejsciowego
(3-3,2 kHz). Filtr N=301 nie jest w stanie zapewni¢
dobrego ttumienia. Trzeba zwiekszy¢ dtugosc filtru.

Charakterystyki widmowe filtru
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Podsumowanie metod optymalizacyjnych:

= Metoda okienkowania zwykle zaczyna ttumic
,Za wczesnie” i osigga pasmo zaporowe ,za pozno”.

= Metody optymalizacyjne (LS, P-M) zapewniajg,
Ze pasma przepustowe i zaporowe sg zgodne
z zadanymi czestotliwosciami.

= Charakterystyka w pasmie przejsciowym nie jest
okreslona — nie mamy na nig wptywu.

= W metodach optymalizacyjnych musimy zapewnic
dostatecznie szerokie pasmo przejsciowe
w odniesieniu do dtugosci filtru, aby uzyska¢ dobre
ttumienie w pasmie zaporowym.



Uwagi o czestotliwosciach

" Projektujac filtry postugujemy sie zwykle
czestotliwosciami w hercach [Hz].

= Dla filtru nie ma znaczenia czestotliwosc f, w Hz.
Istotna jest pulsacja (od 0 do 2m), liczona wzgledem
czestotliwosci prébkowania f. (odpowiada 2m).

/e

s

= Czesto podaje sie pulsacje w formie (x-m).

=27

= Czasami pomija sie 1, podajac tylko liczbe od 0 do 1,
gdzie 1 oznacza czestotliwos¢ Nyquista.



Uwagi o czestotliwosciach

" Inng konwencjg jest czestotliwos¢ unormowana:

/.
Js

= Czestotliwos¢ unormowana (bez jednostki)
przyjmuje wartosci od O do 1, gdzie 1 oznacza
czestotliwosc probkowania.

Jen =

= Mozemy stosowac wartosci od 0 do 0,5,
0,5 oznacza czestotliwos¢ Nyquista.



Komputerowe projektowanie filtrow FIR
Narzedzia do projektowania filtrow:

= programy z interfejsem GUI — najczesciej
komercyjne, wygodne projektowanie,

= funkcje dostepne w jezykach programowania
— duza elastycznosc,

= oprogramowanie online w Internecie — zwykle
kiepska jakosc i skomplikowane interfejsy,

= metode okienkowania mozna zaimplementowac
samodzielnie.



filterDesigner: Matlab + Signal Processing Toolbox
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Pokazemy przyktady projektowania filtrow FIR
za pomocg darmowych narzedzi
— jezyka Python z modutami SciPy + NumPy.

Dokumentacja:
https://docs.scipy.org/doc/scipy/reference/signal.html

Wszystkie przyktady zaktadajg, ze wczesniej wykonano
instrukcje:

import numpy as np
import scipy.signal as sig

Czestotliwosc probkowania = 48 kHz



https://docs.scipy.org/doc/scipy/reference/signal.html

Sygnat testowy — suma pieciu ,,sinusow” + szum,
czestotliwosci: 500, 1000, 1500, 2000, 2500 Hz

Poziom [dB]
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Projekt 1. Chcemy usungc pierwsze dwa sinusy.
= filtr gdrnoprzepustowy
= czestotliwosc graniczna = 1250 Hz
= zaktadamy szerokos¢ pasma przejsciowego = 200 Hz

= stosujemy okno Hamminga — szacunkowa minimalna
dtugos¢ = 3,3 * (48000 / 200) = 792

= wybieramy dtugos¢ N = 801 (z zapasem)
(pamietajmy: dla GP musi by¢ nieparzysta)



Stosujemy procedure okienkowania, z obliczaniem
odpowiedzi impulsowej w dziedzinie czasu.

hl = sig.firwin(801, 1250, window='hamming’,
pass_zero='highpass', fs=48000)

= dtugosc filtru (801)

= czestotliwosc graniczna (1250)

" typ okna (‘"hamming')

= typ charakterystyki (‘highpass' = GP)

= czestotliwosc probkowania (48000)




Projekt 1 — wynik

Charakterystyka czestotliwosciowa filtru
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Projekt 1a —to samo, ale wykorzystamy okno Kaisera.

= Szerokosc pasma przejsciowego: 200 Hz,
jak poprzednio.

= Minimalne ttumienie: 60 dB.

# musimy znormalizowal szerokos$S¢ pasma
nk, beta = sig.kaiserord(60, 2 * 200 / 48000)
if nk % 2 ==
nk += 1 # dla GP diugosc¢ musi by¢ nieparzysta
# nk=873, beta=5.65326

hla = sig.firwin(nk, 1250, window=('kaiser', beta),
pass_zero='highpass', fs=48000)




Projekt 1a - wynik

Charakterystyka czestotliwosciowa filtru
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Projekt 2 — zostawiamy tylko drugi i trzeci sinus.
" Filtr pasmowo-przepustowy
= Czestotliwosci graniczne: 750 Hz, 1750 Hz
= Szerokosc¢ pasma przejsciowego: 20 Hz

= Stosujemy to samo okno: Hamminga, N = 801
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= Tym razem zastosujemy metode okienkowania
z obliczaniem w dziedzinie czestotliwosci.

= Zaktadamy idealng charakterystyke widmowa:

* czestotliwosci graniczne pasm przepustowych
| zaporowych:
0, 730, 750, 1750, 1770, 24000

e wzmocnienia filtru na tych czestotliwosciach:
0,0110,0

h2 = sig.firwin2(8e1, (@, 730, 750, 1750, 1770, 24000),
(@.’ @) 1.’ 1) e) e))
window="hamming', fs=48000)




Projekt 2 — wynik
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Projekt 3 — usuniecie srodkowego sinusa
= Filtr pasmowo-zaporowy typu notch
= Cz. graniczna 1500 Hz, p. przejsciowe 200 Hz.
= Zastosujemy metode najmniejszych kwadratow.

= Sposob definiowania charakterystyki
— taki sam jak w projekcie 2.

h3 = sig.firls(8e1, (0, 1290, 1490, 1510, 1710, 24000),
(1, 1, 9, 0, 1, 1),
fs=48000)




Projekt 3 — wynik

Jezeli chcemy wieksze ttumienie, musimy zwiekszy¢

dtugosc filtru i/lub poszerzy¢ pasmo przejsciowe.
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Projekt 4 — usuwamy drugi i czwarty sinus, korzystajgc
z metody Parksa-McClellana (,,Remez”)

= Projektujemy filtr podajgc czestotliwosci graniczne
pasm oraz wzmocnienia — jedno na kazde pasmo.

= Redukujemy pasma przejsciowe do 100 Hz

(dla 200 Hz algorytm nie uzyskat zbieznosci).

h4 = sig.remez(801,
(0, 890, 990, 1010, 1110, 1890, 1990, 2010, 2110, 24000),
( 1) 6) 1) @J 1))
£s=48000)




Projekt 4 - wynik

Charakterystyka czestotliwosciowa filtru
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Projekt 4a: nie usuwamy sinusow, ale ttumimy je
o 20 dB (wspdtczynniki: [1, 0.1, 1, 0.1, 1] )

Charakterystyka czestotliwosciowa filtru
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Operacja filtracji FIR filtrem o transmitancji H:

X() —HNO — Y  Y(SH)=H() X(f)

Filtr FIR jest uktadem LTI:
= jest liniowy,
= odpowiedz impulsowa jest stata w czasie.

A zatem w dziedzinie czasu:

yln] = h[n]*x[n]

A wiec: filtracja FIR jest operacja splotu liniowego
wspotczynnikow filtru z probkami sygnatu.



Sytuacja praktyczna: filtr operuje na sygnale ciggtym,
teoretycznie nieskonczonym (np. dzwiek z mikrofonu).
Mozliwe podejscia:
= przetwarzanie sygnatu probka po probce
* minimalizacja opdznien
= przetwarzanie blokowe — zebranie bloku prébek,
przetworzenie catego bloku naraz

» zwieksza opoznienie (np. blok 1024 probek dla
fs= 48 kHz: opdznienie 21,3 ms),

* ale daje mozliwosc bardziej wydajnej filtracji.



O czym trzeba pamietac:
= wigczamy sie z filtracjg w pewnym momencie,

= wczesniej istniaty pewne probki sygnatu
(nie mamy ich),

= filtr zaktada, ze wczesniej w sygnale byty zera
(co zazwyczaj nie jest prawdg),

= zatem pierwsze (N-1)/2 wyniki filtracji (dla filtru
liniowofazowego) sg btedne (nie ma wystarczajgcych
danych),

" tworzg one stan nieustalony (transient) filtru,

= wyniki te powinnismy odrzucic.



llustracja stanu nieustalonego filtru:

filtr GP, dtugosc 801 — stan nieustalony trwa 400 probek

Sygnat wejsciowy
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Skoro filtracja FIR jest splotem, to mozemy wykonac j3
w dziedzinie czestotliwosci:

= obliczy¢ transmitancje filtru
(FFT na wspotczynnikach),

= obliczy¢ widmo bloku probek (FFT),
= przemnozyc je przez siebie,
= wykonac odwrotne przeksztatcenie Fouriera (IFFT),

= mamy wynik splotu / filtracji.



= Jezeli po prostu przemnozymy transformaty,
otrzymamy wynik splotu kotfowego — wyniki zawing
sie i dodadzg sie do siebie. Nie o to chodzi.

= Filtracja FIR jest splotem liniowym.

= Splot liniowy sygnatow o dtugosciach L, M
daje wynik o dtugosci L+M-1.

= Aby wykonac splot liniowy, musimy uzupetnic zerami
blok prébek i blok wspoétczynnikow do dtugosci
co najmniej L+M-1, przed obliczeniem transformaty.



Po co robic splot ,,na okoto”? Czy tak bedzie szybciej?

Czas splotu sygnatu x z samym sobg, obie metody

(obliczone za pomocg scipy.signal.choose _conv_method)

Czas wykonania splotu x*x
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= Ze wzrostem dtugosci sygnatu, czas wykonania
splotu rosnie w przyblizeniu:

* wyktadniczo dla splotu w dziedzinie czasu,
* [iniowo dla splotu w dziedzinie czestotliwosci.

= Jedynie dla matych dtugosci (<500) splot
w dziedzinie czasu jest wyraznie szybszy.

= Dla wiekszych dtugosci (>1000): splot w dziedzinie
czestotliwosci jest szybszy, roznica rosnie
ze wzrostem dtugosci sygnatu.

= Splot w dziedzinie czestotliwosci nazywa sie
szybkim splotem (fast convolution, FFT convolution)



Uwagi o filtracji FFT w dziedzinie czestotliwosci

* Transformate wspotczynnikow filtru wystarczy
obliczyc¢ tylko jeden raz — nie zmienia sie.
= Czas wykonania szybkiego splotu zalezy od
wydajnosci algorytmu FFT:
* niektore implementacje wymagajg, aby dtugosc
transformaty byta potega dwojki,
* w wiekszosci wspotczesnych implementacji FFT

zaleca sie, aby dtugosc transformaty byta
iloczynem niskich liczb pierwszych (2, 3, 5, 7).



Przyktad praktyczny:
= przetwarzamy bloki probek o dtugosci [=1024

= filtr ma dtugosc¢ M, rozmiar splatanych blokow musi
miec dtugos¢ N = [+M-1

= przyjmijmy N = 2048 = 21! (dla wygody FFT)

= wtedy M = N-L+1 = 1025
(dtugosc filtru jest nieparzysta — to dobrze)

= kazdy blok 1024 probek uzupetniamy 1024 zerami,
liczymy FFT, mnozymy przez transformate
wspotczynnikow, liczymy IFFT

= dostajemy 2048 probek wyniku i ... co dalej?



Na wejsciu mamy L probek, na wyjsciu musi byc
tyle samo probek (L).

Dostajemy L+M-1 wynikow. Co zrobic
z nadmiarowymi wynikami? Odrzucic?

Zatozmy, ze przetwarzamy ktorys z kolei blok.

0 M-1 L L+M-1

Pierwsze M-1 wyniki (czerwone) sg btedne
— stan nieustalony filtru.

Kolejne L-M+1 wyniki (zielone) sg poprawne.

Ostatnie M-1 wyniki (zofte) — co z nimi zrobic?



Rozwigzanie problemu jest proste: do pierwszych
M-1 probek wyniku (stan nieustalony) dodajemy
,nadmiarowe” M-1 probki z poprzedniego bloku,
pierwsze L probki wyniku wysytamy na wyjscie.




Schemat postepowania:

1.

Pobierz blok L probek z wejscia, uzupetnij zerami
do dfugosci N > [+M-1, oblicz FFT.

Przemnoz przez transformate wspotczynnikow filtru.
Oblicz IFFT wyniku mnozenia.

Do pierwszych M-1 wartosci wyniku dodaj
zawartosc bufora.

. WYyslij pierwsze L wartosci wyniku na wyjscie.

Zapisz pozostate M-1 wartosci do bufora.
GOTO 1.



= Opisana metoda splotu blokowego sygnatu
nosi nazwe overlap-add (OLA)
- zaktadkowanie z dodawaniem.

= Umozliwia ona filtracje ciggtych blokéw probek,
w dziedzinie czestotliwosci lub czasu.
= W poréwnaniu z filtracja ,,probka po probce”:
e skracamy czas obliczen (gdy N jest duze),

* zwiekszamy opoznienie przetwarzania
— musimy poczekac az uzbiera sie caty blok
probek, dopiero wtedy je przetwarzamy.



Istnieje alternatywna metoda: overlap-save (OLS)

= bloki probek wejsciowych pobieramy ,na zaktadke”
— przesuwamy okno o L probek, M-1 prébek
powtarza sie w kolejnym bloku,

= obliczamy splot tak jak w OLA,
= odrzucamy caty stan nieustalony (M-1 probek),
= reszte (L probek) wysytamy na wyijscie.

/tozonosc obliczeniowa metod OLA i OLS jest taka sama.
Wybieramy metode prostszg do implementac;ji
w danym systemie.



PODSUMOWANIE — zalety filtrow FIR:
= bardzo prosty algorytm (splot liniowy),
= wzglednie tatwe projektowanie,

= typowe filtry maj3 liniowg faze, a wiec state
opoznienie dla wszystkich czestotliwosci,
nie wprowadzajg znieksztatcen fazowych,

= zawsze sg stabilne: jezeli wytgczymy sygnat
wejsciowy, po pewnym czasie sygnat na wyjsciu
rowniez stanie sie zerowy,

= fatwe do implementacji w typowych systemach DSP.



PODSUMOWANIE — wady filtrow FIR;

" musimy stosowac filtry o duzej dtugosci
aby zapewnic¢ dobre ttumienie i waskie pasmo
przejsciowe,

= duzo obliczen dla , dtugich” filtrow
(zalecane stosowanie szybkiego splotu),
" duza zajetos¢ pamieci (wspotczynniki, bufor préobek),

= opoOznianie sygnatu przez filtry — zwieksza sie
z dtugosciag filtru, moze byc¢ odczuwalne,
np. przy przetwarzaniu dzwieku.
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